
LLM Models
What are LLMs? How do they work? 

Intuitive understanding for busy people
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Generative Artificial Intelligence 

Generative AI is truly revolutionary technology. It is transforming the way we interact with 
technology.  We are in a middle of a paradigm shift where for the first-time computers can 

understand humans via natural language and respond intelligently. 

Source: WSJ
Source: CNBC



Paradigm Shift : Natural Language

User Interface 
Natural human language as input 

LLM Model
Input (prompt)

output

For the first time, we have a universal UI (User Interface). LLMs, can understand understand 
human natural language and can respond intelligently using natural language.



Generative Artificial Intelligence 

ChatGPT is the fastest growing application in human history. 
That is because we use human natural language to interact with it. 

Source:  Nvidia



Large Language Models 

Neural Network

Is just a complex computer algorithm. Has a set of 
complex mathematical rules—that learns patterns in 

data. Based on a transformer architecture. 

Massive internet 
scale data

(text, video, audio, maths, 
protein,  etc.)

LLM 

Model

Input
(training)

output

Given vast amount of data+compute, an algorithm can program itself to develop a deep understanding of patterns and meaning 
in the data.  This discipline is called deep learning. Once trained, LLMs can then generate this understanding or intelligence when 

prompted using natural language.



What is inside a LLM model

• Is a complex computer algorithm. Generally  called a “neural network” within the technical community
• This neural network has an architecture called “transformer architecture” : or a set of defined complex mathematical rules—that has capability to learn 

patterns in data.
• Is a collection of few files. You can even download these files to your PC. The number & type vary based on framework (like TensorFlow or PyTorch). These 

include
• Parameter files 
• Configuration/Setup files
• Runtime files 

• Has a "vocabulary size“, which refers to the total number of unique tokens (words, characters, or subwords) that the model recognizes and uses to 
represent and process text

• It has a number of Layers. Layers can be though of steps in the process of transforming input into output. 
• The context window of a LLM refers to the maximum amount of input text (in terms of tokens) that can be sent to the model when generating a response 
• The parameters of a LLM can be thought of as variables. The parameter size of a LLM refers to the total number of learnable variables (weights and biases) 

within the model.  A larger parameter size generally means the model can capture more complex patterns and nuances in language, making it more 
powerful but also requiring more computational resources. For example, GPT-3 has 175 billion parameters, enabling it to generate highly sophisticated and 
human-like text.

• The process of invoking a LLM is called “inferencing”.

LLM 

Model



LLM models – Size, Context window, Parameters 



What makes LLMs special 

Based on transformer architecture LLM models are giants and can learn to 
understand human knowledge without supervision & without labelled datasets.

A single LLM model can perform multiple tasks such as QA, summarization, 
content/code generation, data analysis, translation and more

Models can be tuned to perform tasks for which they were never trained on. 

LLM models can learn/understand patterns and representation of any sequence 
be it language, protein, biology, chemistry, etc. 

LLMs are excellent few-shot learners. Using prompt engineering you can guide them 
to your request. LLMs can be multi-modal and so can be used in endless possible 

applications

Large language models like GPT-4 or Llama 3 have state-of-the-art capabilities such as general knowledge, steerability, advanced 
reasoning, math/science, tool use, data analysis, multilingual translation and more.



How are LLMs trained?

LLMs are very large deep learning models trained on huge amount of data. LLMs have a broad understanding of language, 
context, and world knowledge.  

LLM

Pre-Trained Model

Self-
supervised 

training
LLM

Instruction Tuned Model

Instruction 
Tuning

Data

Both pre-trained and instruction-tuned models are foundation models. Because they are both built on a broad 
base of knowledge and are adaptable to a wide range of applications. The main difference is in the additional layer 

of training for instruction-tuned models, which is designed to enhance their ability to follow explicit instructions 
and perform tasks across different domains.



LLM Training : Stage 1 (Pretraining)

LLMs are trained on massive corpus of internet data using GPUs

LLM

Pre-Trained Model

Have a broad understanding of language, 
context, and world knowledge. This general 

capability makes pretrained models versatile 
and adaptable to a variety of tasks with 

further fine-tuning or specific instructions.
The model weights have been adjusted

Self-
supervised 

training

By processing vast amounts of text 
data, the model learns language, 

patterns, relationships between words, 
grammar, syntax, and aspects of 

knowledge contained within the text. Source (Paper on arxiv.org):
LLaMA: Open and Efficient Foundation Language Models



LLM Training : Stage 2 (Post-training)

LLM Model

Pre-Trained Model

LLM Model

Instruction Tuned Model

Supervised fine-tuning: Model is trained on low quantity/high quality labelled data 
such as Ideal Question/Response with human assistance

RLHF (Reinforcement Learning from Human Feedback)
Humans rank different responses generated by the model. This rating is captured in 
another model called the “reward model”. Then the LLM model is trained with the 
help of the “reward model” to generate responses

Can respond in a question & answer 
format. They excel at understanding 
and executing tasks based on natural 

language instructions.

Instruction 
Tuning



Foundation Models – Summary: let us get comfortable 

•Definition: These are models that have been initially trained 
on a large dataset to learn a wide range of patterns, 
knowledge, and language from that data. The process usually 
involves unsupervised learning, where the model learns to 
predict parts of the input (like the next word in a sentence) 
without explicit human-labeled instructions.
•Purpose: The main aim is to capture a broad understanding 
of language, context, and world knowledge. This general 
capability makes pretrained models versatile and adaptable to 
a variety of tasks with further fine-tuning or specific 
instructions.

•Definition: These models start as pretrained models but undergo 
an additional phase of training (called instruction tuning or 
instruct-tuning) where they learn to follow human-like 
instructions or prompts more effectively. This stage involves 
supervised learning, typically using datasets where inputs are 
paired with instructions and desired outputs.
•Purpose: The goal is to improve the model's ability to 
understand and execute complex instructions given in natural 
language, making it more user-friendly and effective for tasks 
specified by users through prompts.

LLM Model
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GPT Training

Source:  https://www.youtube.com/watch?v=bZQun8Y4L2A&t=58s



Large Language Models

LLM Model

LLMs have shown great promise as capable AI assistants for humans. LLMs can create new content, including text, images, 
videos, and music, that can resemble works made by humans. These AI systems are widely used for creativity, automation, and 
enhancing human work by providing novel ideas and solutions. 

Chat based UI using 

Natural Language

• Document summarization 
• Coding assistant
• Extract knowledge via Q&A
• Personal tutor (for math's, physics, programming, etc.)
• Virtual assistant 
• Idea generation
• Language translation
• Data analysis
• Content generation (creative writing, images, videos, code)
and more

• ChatGPT
• CoPilot App

TasksInput (prompt)



LLM inferencing

In the near future, AI will be infused into all applications. The process of invoking LLMs in applications is called inferencing.  

LLMs can be used in apps via:

• API: Connect to LLM services online for easy access.
• On-Premise: Deploy on local servers for more control and privacy.
• Edge Computing: Run on local devices for low latency and offline use.

Each method balances performance, cost, and privacy differently. Small size 
models are more suitable for edge inferencing. 

Size & intended platform



LLM Leaderboards

https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

LLM leaderboards rank and compare language models based on performance metrics, track advancements, encourage 
innovation, and help users choose the best models for their needs.



LLM benchmarking refers to the 
evaluation of large language models, 

to assess their performance & 
efficiency across a variety of metrics. 

Source: https://deepmind.google/technologies/gemini/#gemini-1.0



Source:  Nvidia



Importance of Generative AI 

Source: blogs.nvidia.com/blog/llms-ai-horizon



Improve productivity
Eliminate drudgery

Your reasoning engine
Increase innovation
Transform business 
Personal Assistant

Importance of Gen AI 

Importance of 

Generative AI

CoPilots & Assistants

Empower humans in their  line of work in business. 
Personal tutor.  

Natural language is the new interface for text, speech or 
video. Humans will learn & cocreate with AI using 

natural language

LLMs can function as AI orchestrators by coordinating 
the interaction between various systems & services. 

Universal UI

AI Orchestrator: AI Agents



Gen AI introduces new risks
Gen AI offer great promise but comes with risks related to responsible AI. Gen AI systems can cause harm such as promote 

misinformation, hallucinate, etc. and lead to a wide range of other negative impacts.. 

Bias & fairness
LLMs can inherit and even amplify biases present in their training data. This can lead to outputs that 

are unfair or discriminatory, particularly in sensitive applications involving gender, race, or other 

personal characteristics.

Hallucination
instances where the model generates text that is factually incorrect, misleading, or entirely 

fabricated, despite being presented in a confident and plausible manner. This behavior can range 

from minor inaccuracies to completely erroneous statements.

Offensive content
LLM models may generate other types of inappropriate or offensive content, which may make it 

inappropriate to deploy for sensitive contexts without additional mitigations that are specific to the 

use case.

Security & Jailbreak
refers to the potential vulnerabilities or threats that could lead to unauthorized access, data 

breaches, or misuse of the models. This includes concerns such as data leakage or manipulation, 

where sensitive information trained into the model might be inadvertently revealed through its 

responses.

LLM models 

introduce 

new risks 
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